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ABSTRACT
In this paper, a numerical formulation for simulating dilute particle-laden gravity currents at large Reynolds number (Re) is developed using a residual-based variational multi-scale formulation (RBVMS), in which the coupling between the velocity fine scales and density concentration equation residual is represented. The proposed formulation is utilized to simulate the lock-exchange particle-laden gravity currents at Re = 10,000. Firstly, we validated the proposed formulation by simulating the gravity currents over flat terrain. Flow statistics are thoroughly compared against high-resolution simulation results such as DNS or experimental results in the literature. It shows the RBVMS formulation presented here can reproduce quite accurate results with much lower mesh resolution. Then, the particle-laden gravity currents over triangular wavy terrains with changing wave heights are simulated. The effect of the wave height on the flow statistics is investigated.

Published by Elsevier Ltd.

1. Introduction

Many natural fluid dynamical processes involve complex particle-laden gravity currents. Examples of such flows in nature include thunderstorm fronts, volcano eruptions, oil spills in the ocean, snow avalanches, the release of contaminants in the environment, and flows generated by the collapse of a building [1,2]. Numerical study of particle-laden gravity currents is important for understanding the associated environmental and geophysical physics. To model the dilute particle-laden gravity currents, the Eulerian-Eulerian approach which consists of the Navier–Stokes (NS) equations of incompressible flows and an advection-diffusion transport equation is typically used [3–15]. The coupling between them is through the Boussinesq approximation introduced in the fluid momentum equation to represent the gravitational effect associated with small density variations. However, in many cases, these particle-laden gravity currents are extremely high-Reynolds number turbulent flows, in which the carrier fluid violently exchanges mass, momentum, and energy with a dispersed particle field, rendering accurate numerical simulations of particle-laden gravity currents quite challenging and expensive.

Recently, there were several successful numerical efforts for the simulations for particle-laden gravity currents [16–18]. Har tel et al. [11,12] utilized a spectral element method to investigate the 3D flow structure of the lock-exchange configuration. Necker et al. [19] presented 2D and 3D high-resolution simulations of particle-laden gravity currents also by spectral element method taking into account the sedimentation of the particles and the influence of particle settling on the flow dynamics. Elias et al. [20] developed a stabilized finite element formulation to simulate particle-laden gravity currents in both planar and cylindrical configurations. A variational multi-scale formulation for particle-laden gravity currents was developed by Guerra et al. [21]. Numerical methods using adaptive meshes for particle-laden gravity currents can be found in [22–25].

The paper aims to accurately simulate high Reynolds number particle-laden gravity currents in complex geometry configurations with relatively coarse mesh. Inspired by the research work [26–28], a residual-based variational multi-scale formulation (RBVMS), which represents the coupling between velocity field and density field in the fine-scale terms, is developed for particle-laden gravity currents in this paper. The original RBVMS was proposed in [29] for the simulation of incompressible turbulent flows. Since then, several research work in [27,30–40] have shown that RBVMS is able to produce accurate solutions on meshes with large-eddy simulation (LES)-level resolution that converge rapidly to the direct numerical simulation (DNS) results. The flexibility of RBVMS allows an easy extension to Arbitrary Lagrangian-Eulerian variational multiscale (ALE-VMS) framework [41–48], a moving domain formulation through the ALE technique, which is widely used in the applications of high-Reynolds CFD and fluid-structure interaction [39,40] with moving boundaries and interfaces, such as off-
shore wind turbines and tidal turbines [49–51], compliant hydrofoils [52,53], patient-specific cardiovascular mechanics [54–57], vehicle engineering [58], gas turbines [59], long-span bridges [60], and bioprosthesis heart valves [61,62].

The proposed formulation is utilized to simulate the particle-laden gravity currents in the lock-exchange configuration. In this setup, two fluids with different densities are initially at rest and confined in a container, separated by a barrier. After the barrier is removed, due to gravity, the heavy fluid invades the light fluid resulting in a turbulent density current. Many fundamental physics, such as the turbulent structures of the currents, settling or resuspension, and their effects on the particle transport, can be represented in this setup by controlled laboratory tests or numerical simulations [63], with high fidelity experimental and computational data available in the literature [19,64]. In this paper, the particle-laden gravity currents in standard lock-exchange configuration with flat terrain is simulated first as the validation for the proposed formulation. Then, the particle-laden gravity currents over triangular wave terrains with changing wave heights are simulated. The effect of the wave height on the flow statistics is investigated.

The governing equations of particle-laden gravity currents are presented in Section 2. The new RBVMS formulation is stated in Section 3. In Section 4.1, the particle-laden gravity currents in a lock-exchange configuration with flat terrain is simulated at Re = 10,000. Comparisons with direct numerical simulation (DNS) results and experimental results are presented in this section. In Section 4.2, the simulations of particle-laden gravity currents in a lock-exchange configuration with triangular wave terrains are presented. The effect of wave height on flow physics is also discussed in this section. The conclusion is drawn in Section 5.

2. Governing equations of particle-laden gravity currents at the continuous level

In various situations of interest, the density difference in particle-laden gravity currents is less than 1%, making the Boussinesq approximation valid, in which the density is treated as constant in the momentum equations augmented with a body forcing term [3]. In this case, we can employ an Eulerian-Eulerian formulation, in which a continuum advection-diffusion equation is utilized to model the particle concentration field, instead of tracking individual particles in a Lagrangian fashion. In this paper, the particle diameter $d_p$ is assumed to be smaller than the Kolmogorov scale in turbulent flows, and the aerodynamic response time is assumed to be significantly smaller than the smallest time scale of the flow, making the particle Stokes number far less than 1.

Due to the small particle volume fraction of dilute gravity currents, we can assume that the fluid velocity is divergence free and the fluid-particle interaction is primarily through the exchange of momentum. The particles are transported by a velocity $\bar{u}_p$ that is obtained by superimposing the fluid velocity $\bar{u}$ and particle settling velocity $\bar{u}_S e_g$ in gravitational direction, and given as

$$\bar{u}_p = \bar{u} + \bar{u}_S e_g \tag{1}$$

where $e_g$ is the unit vector in gravitational direction. Followed the Stokes’ law, $\bar{u}_S$ is obtained by balancing the gravitational force with the Stokes drag force $F = 3\pi \mu d_p(\bar{u} - \bar{u}_p)$, and given as

$$\bar{u}_S = \frac{d_p^2 (\bar{\rho} - \rho)}{18 \mu} \tilde{g} \tag{2}$$

where $\tilde{g}$ is the gravitational acceleration, $\bar{\rho}$ is the density of the particle, and $\rho$ is the density of the carrier fluid. Note that the particle settling velocity is single-valued and the convective velocity for the particles is still divergence free. With the above assumptions, the governing equations of dilute particle-laden gravity currents are stated as follows. The current motion is governed by the incompressible Navier–Stokes equations, which consist of a continuity equation and momentum equation augmented by the force exerted on the fluid by the particles. In dimensional form, these equations read

$$\frac{\partial \bar{u}}{\partial t} + (\bar{u} \cdot \nabla) \bar{u} + \nabla p - \bar{\mu} \Delta \bar{u} - \bar{f}_p = 0 \tag{3}$$

$$\nabla \cdot \bar{u} = 0 \tag{4}$$

where, the additional forcing term in the momentum equation is given by $\bar{f}_p = \bar{\rho} \bar{b}_g e_g$, $\bar{\rho}$ and $\bar{\mu}$ are the current density and viscosity of the current.

The evolution of the density field $\bar{\rho}$ is governed by the following advection–diffusion equation

$$\frac{\partial \bar{\rho}}{\partial t} + \bar{u}_p \cdot \nabla \bar{\rho} - \dot{\alpha} \Delta \bar{\rho} = 0 \tag{5}$$

where $\dot{\alpha}$ is the molecular diffusivity of the density field.

We can non-dimensionalize Eqs. (3), (4), and (5) by a reference length scale, such as the half-height $H/2$ of a lock-exchange flow domain, the carrier fluid density $\bar{\rho}_1$, and the buoyancy velocity $\bar{u}_b = \sqrt{\frac{\rho g}{\bar{\rho}_1}}$, where $\bar{g} = g \frac{\Delta \rho}{\rho_1}$ indicates the reduced gravitational acceleration vector. Provided the above scales, the non-dimensional time, fluid velocity, particle convective velocity, pressure and density can be given by

$$t = \frac{2 \bar{u}_b}{H}, \quad \bar{u} = \frac{\bar{u}}{\bar{u}_b}, \quad \bar{u}_p = \frac{\bar{u}_p}{\bar{u}_b}, \quad p = \frac{p}{\bar{\rho}_1 \bar{u}_b^2}, \quad \rho = \frac{\bar{\rho} - \bar{\rho}_1}{\Delta \bar{\rho}} \tag{6}$$

In the above equations, $\Delta \bar{\rho} = \bar{\rho}_1 - \bar{\rho}_1$ denotes the difference between the densities of heavy ($\bar{\rho}_1$) and light ($\bar{\rho}_1$) fluids, respectively. After non-dimensionalization, we obtain

$$\frac{\partial \bar{u}}{\partial t} + \bar{u} \cdot \nabla \bar{u} + \nabla p - \frac{1}{Re} \Delta \bar{u} - \bar{f}_p = 0 \tag{7}$$

$$\nabla \cdot \bar{u} = 0 \tag{8}$$

$$\frac{\partial \rho}{\partial t} + \bar{u}_p \cdot \nabla \rho - \frac{1}{Re_S} \Delta \rho = 0 \tag{9}$$

where $\bar{f}_p = \rho e_g$. The two dimensionless Reynolds number $Re$ and Schmidt number $S_c$ are defined as

$$Re = \frac{\bar{\rho}_1 \bar{u}_b H}{2 \mu} \tag{10}$$

$$S_c = \frac{\bar{\mu}}{\bar{\rho}_1 \dot{\alpha}} \tag{11}$$

The above equations, together with the appropriate initial and boundary conditions, constitute a complete mathematical model of particle-laden gravity currents at the continuous level.

3. Numerical formulation

3.1. Weak form

Let $\mathcal{V}$ denote the trial function space for the velocity, pressure, and density concentration unknowns $\{u, p, \rho\}$, and let $\mathcal{V}$ denote the test function space for the momentum, continuity, density concentration equations $\{w, q, \eta\}$ The weak form of the particle-laden gravity currents equations is stated as follows: find $\{u, p, \rho\} \in \mathcal{V}$ such that $\mathcal{V}[w, q, \eta] \in \mathcal{V}$.

$$B([w, q, \eta], \{u, p, \rho\}) = F([w, q, \eta]) \tag{12}$$

where $B$ and $F$ are given as

$$B([w, q, \eta], \{u, p, \rho\}) =$$
where \( \nabla^S \) is the symmetric gradient operator, \( h \) is the applied traction and \( \eta \) is the applied density flux.

### 3.2. RBVMS

The residual-based variational multi-scale formulation (RBVMS) is adopted to numerically solve the coupled Navier–Stokes and density concentration equations. In RBVMS, the trial function space and test function space are decomposed into two orthogonal parts, namely, \( \mathcal{V} = \mathcal{V}^b \oplus \mathcal{V}^f \) and \( \mathcal{W} = \mathcal{W}^b \oplus \mathcal{W}^f \), where the variables with superscript \( h \) denote the coarse-scale velocity, pressure, and density fields, which are resolved by the given problem mesh, and the variables with superscript \( f \) denote the unresolved or fine-scale components, the effects of which on the solutions need to be modeled. With the above decomposition, the solution fields can be expressed as

\[
\begin{align*}
    u &= u^h + u^f \\
p &= p^h + p^f, \\
\rho &= \rho^h + \rho^f
\end{align*}
\]

Substituting the above decomposition into the weak form given by Eq. (12), and restricting the test functions to reside in the space of coarse-scales, gives the following semi-discrete RBVMS formulation: Find \( \{u^h, p^h, \rho^h\} \in \mathcal{V}^h \), such that \( \forall \{w^h, q^h, \eta^h\} \in \mathcal{W}^h 

\[
B_{RBVMS}(\{w^h, q^h, \eta^h\}, \{w^h, p^h, \rho^h\}) = F_{RBVMS}(\{w^h, q^h, \eta^h\})
\]

where \( B_{RBVMS} \) and \( F_{RBVMS} \) are given as

\[
B_{RBVMS}(\{w^h, q^h, \eta^h\}, \{w^h, p^h, \rho^h\}) =
\]

\[
-\sum_{e=1}^{nel} (\nabla \cdot w^h, p^h)_{\Omega^e} + \sum_{e=1}^{nel} (w^h, u^h \cdot \nabla w^h)_{\Omega^e}
-\sum_{e=1}^{nel} (w^h, u^h \cdot \nabla \eta^h)_{\Omega^e} - \sum_{e=1}^{nel} (u^h, \nabla q^h, \rho^h)_{\Omega^e}
\]

\[
F_{RBVMS}(\{w^h, q^h, \eta^h\}) = F(\{w^h, q^h, \eta^h\})
\]

In the above equation, the fine-scale velocity, pressure, and density concentration fields are modeled to be proportional to the residuals of the strong form momentum, continuity, and density concentration equations, given by

\[
\begin{align*}
\{u'\} &= -\{r^m(u^h, p^h, \rho^h)\} \\
p' &= -\tau_c r_c(u^h)
\end{align*}
\]

where \( \tau \) and \( \tau_c \) are the fine-scale parameters, which will be given in the following section. \( r_m(u^h, p^h, \rho^h) \), \( r_c(u^h) \), and \( r_p(u^h, \rho^h) \) are the residuals of momentum, continuity, and density concentration equations, given as

\[
\begin{align*}
    r_m(u^h, p^h, \rho^h) &= \frac{\partial u^h}{\partial t} + u^h \cdot \nabla u^h + \nabla p^h - \frac{1}{Re} \Delta u^h - \rho^h e_g \\
r_c(u^h) &= \nabla \cdot u^h \\
r_p(u^h, \rho^h) &= \frac{\partial \rho^h}{\partial t} + u^h \cdot \nabla \rho^h - \frac{1}{Re \sigma_c} \Delta \rho^h
\end{align*}
\]

![Fig. 1. Computational setup of lock-exchange particle-laden gravity currents over flat terrain.](image1)

![Fig. 2. Mesh around the inlet of the fine mesh.](image2)

![Fig. 3. Time history of the front location. The high-resolution simulation results in [19] and DNS results in [64] are also plotted for comparison.](image3)
3.3. Definition of the fine-scale parameters

In the traditional RBMVS approach, the fine-scale parameters $\tau$ is a diagonal matrix. In the developments of stabilized methods for advective-diffusive systems and compressible flows presented in [65-67] and the recent development of RBVMS for stratified turbulent flows in [27], it shows that representing the coupling between advective-diffusive systems in the fine-scale parameters $\tau$ enhances the performance of RBVMS simulations. In this paper, we adopt the same idea and design $\tau$ as

$$\{\tau\} = B^{1/2}$$

(26)

where $B$ is given by

$$B = A_0^2 + A_i G_{ij} A_j + C K^2 G_{ij} G_{ij}$$

(27)

where $A_0$, $A_i$ and $K$ are defined as follows

$$A_0 = \begin{cases} 2/\Delta t & 0 & 0 & 0 \\ 0 & 2/\Delta t & 0 & 0 \\ 0 & 0 & 2/\Delta t & 1 \\ 0 & 0 & 0 & 2/\Delta t \end{cases}$$

(28)

$$A_i = \begin{cases} u_i I_{3 \times 3} & 0 \\ 0 & u_i + u_s \delta_{13} \end{cases}$$

(29)

$$K = \begin{cases} 1/Re I_{3 \times 3} & 0 \\ 0 & 1/Re \end{cases}$$

(30)

where $\Delta t$ is the time step, $u_s$ is the non-dimensionalized settling velocity in the gravitational direction, $I_{3 \times 3}$ is the identity matrix,
Fig. 7. Time history of kinetic energy $k(t)$, potential energy $E_p(t)$, the energy dissipations $E_v(t)$ and $E_s(t)$ normalized by the initial potential energy $E_p(0)$. The high-resolution simulation results in [19] and DNS results in [64] are also plotted for comparison.

Fig. 8. Interface evolution of $\rho = 0.25$ ($t = 0, 2, 8$ and $14$, from top to bottom; coarse mesh, fine mesh, and DNS results from Espath et al. [64], from left to right).
and $G$ is the element mesh metric tensor, given by $G = \frac{\partial X}{\partial \xi} \frac{\partial X}{\partial \eta}$, where $\frac{\partial X}{\partial \xi}$ is Jacobian matrix of the mapping between the parametric element and its corresponding physical element.

Substitute $A_0$, $A_1$, and $K$ into Eq. (27) and take the square-root-inverse analytically, the stabilization matrix $\tau$ is computed as

$$\tau = \begin{bmatrix} \tau_m & 0 & 0 & 0 \\ 0 & \tau_m & 0 & 0 \\ 0 & 0 & \tau_m & \tau_{u_p} \\ 0 & 0 & 0 & \tau_{r_p} \end{bmatrix}$$  \hspace{1cm} (31)$$

where $\tau_m$ and $\tau_{r}$ are

$$\tau_m = \left( \frac{4}{\Delta t^2} + u^h \cdot G_{u^h} + \frac{C_i}{Re} G : G \right)^{-1/2}$$  \hspace{1cm} (32)$$

$$\tau_{r} = \left( \frac{4}{\Delta t^2} + (u^h + u_e e_x) \cdot G(u^h + u_e e_x) + \frac{C_i}{Re} G : G \right)^{-1/2}$$  \hspace{1cm} (33)$$

where $C_i$ is a positive constant that is derived from an appropriate element-wise inverse estimate [68]. In the above stabilization matrix construction process, it turns out that $\tau_m$ and $\tau_{r}$ are the standard scalar-valued parameters employed in the standard RBVMS of incompressible flows and advection-diffusion equations [41–43,69–74]. The off-diagonal term $\tau_{u_p}$, representing the coupling between velocity and density concentration fields, is given as

$$\tau_{u_p} = -\frac{4}{\Delta t(\tau_m^{-1} \tau_{r}^{-2} + \tau_m^{-2} \tau_{r}^{-1})}$$  \hspace{1cm} (34)$$

In this work, we assume the fine-scale parameter of pressure remains the usual definition, namely,

$$\tau_{r} = \frac{1}{tr(G)\tau_m}$$  \hspace{1cm} (35)$$

4. Numerical examples

4.1. Lock-exchange particle-laden gravity currents over flat terrain

The problem of the lock-exchange gravity currents over flat terrain is solved by the proposed RBVMS formulation in this section. This problem is one of the most popular configurations for conducting laboratory experiments and high-resolution simulations on particle-laden gravity currents, which is a canonical example for validation purpose. The computational domain is a rectangular box with dimension $L_x \times L_y \times L_z$, where uniformly suspended particle sediments are initially enclosed in a small portion of the domain with dimension $L_x^* \times L_y^* \times L_z^*$ separated by a barrier with clear fluid. The computational setup is shown in Fig. 1. Due to gravity, a mutual inverse interaction between the “heavy” particle-mixture flow and “light” clear fluid will happen. Such a problem was investigated experimentally in [75] and computationally using DNS in [64] and high-resolution simulation in [19].

The simulation is performed using linear finite element discretizations using unstructured tetrahedral elements with a uniform element length. Two element lengths of 0.066 and 0.033 are employed, which are called “coarse mesh” and “fine mesh” next. A snapshot of the fine mesh close to the inlet is shown in Fig. 2. The statistics of the mesh are listed in Table 1. The time step $\Delta t = 2 \times 10^{-3}$ is employed for coarse mesh and $\Delta t = 1 \times 10^{-3}$ is

| Table 1 |
|---|---|---|---|
| Meshes | Element length | Total number of nodes | Total number of elements |
| Coarse | 0.066 | 447,922 | 2,537,366 |
| Fine | 0.033 | 3,485,389 | 20,150,859 |

Fig. 9. Zoom-in of the current front in a concentration $\rho = 0.25$ at $t = 8$.

Fig. 10. Vorticity structure by isosurfaces of Q-criterion (for the isovalue $Q = 1$) at $t = 20$. (Coarse mesh, fine mesh, and DNS results from Espath et al. [64], from top to bottom).
employed for the fine mesh. We set settling velocity \( u_s = 0.02 \), the Schmidt number \( S_c = 1 \), and the Reynolds number \( Re = 10,000 \), which is the highest in the current literature.

The boundary conditions are given as follows. For fluid field, no penetration and free-slip boundary conditions are imposed for the velocity field in the stream-wise and span-wise directions while no-slip boundary conditions are used in the vertical direction. For the density field, at the bottom surface, no erosion and re-suspension are allowed, \( u_s \nabla \rho \cdot n - \frac{\partial \rho}{\partial z} = 0 \). No-flux boundary conditions are used for other surfaces.

The particle-laden gravity currents over flat terrain with the same parameters were also studied by DNS in [64] and high-resolution simulation in [19], where the element length is 8.45 times and 5.28 times finer, respectively, than the element length of the “coarse mesh” used in the present work. For more details of the grids utilized in these two computations, the readers are referred to the original papers in [64] and [19]. To validate the method, the results using the proposed formulation are thoroughly compared with these two computational results in [19,64], and experimental results in [75] for the flow statistics where such data is available.

Fig. 3 shows the time history of the front location \( x^*(t) \) of the particle-laden gravity currents. Good agreement is achieved between the present results and the results from the DNS in [64] and the high-resolution simulation in [19]. The current front travels at a constant speed in the earlier stage but experiences a significant deceleration at later times due to particles settling. The settling of particles also causes a continued loss of suspended material in the domain. Fig. 4 shows the time history of the suspended mass normalized by the initial suspended mass \( \frac{m_p(t)}{m_p(0)} \), where \( m_p(t) \) is defined as

\[
m_p(t) = \int_{\Omega} \rho d\Omega \tag{36}
\]

Again, reasonable agreement with the two higher resolution simulations is achieved for both “coarse mesh” and “fine mesh”. Rapid sedimentation process is observed in this plot. After \( t = 21 \), nearly 70% of all particles have settled out. Consequently, a sediment layer is formed at the bottom surface of the domain as time evolves. Fig. 5 shows the time history of the sedimentation rate \( \dot{m}_s(t) \), which is defined as the time derivative of the total mass of sedimented particles per unit span.

\[
\dot{m}_s(t) = \frac{1}{L_y} \int_0^L \int_0^H \rho_w(x, y, t) u_d dx dy \tag{37}
\]

where \( \rho_w \) is the density concentration at the bottom wall. Good agreement with high-resolution simulation results is achieved for both “coarse mesh” and “fine mesh”. Until \( t = 14 \), the sedimentation rate steadily increases, which indicates that the suspension stretches out along the bottom and remains almost undisturbed. In this stage, the increase is roughly proportional to \( \rho_w^{0.5} \) in the logarithmic representation. However, after \( t = 14 \), a dramatical decay of sedimentation rate with time is observed, which is roughly proportional to \( t^{-2.36} \) in the logarithmic representation. This change occurs when about half of the particles have settled out, and it also coincides with the time when the front speed of the current starts to decrease (see Fig. 3).

Another important quantity of the sedimentation process is the stream-wise deposit of the sediment particles, which can be quantified as

\[
D_s(x, t) = \frac{1}{L_z L_t} \int_0^t \int_0^L \rho_w(x, t) u_d d\tau \tag{38}
\]

The profile of \( D_s(x, t = 7.3) \) and \( D_s(x, t = 11) \) are plotted in Fig. 6. For \( Re = 10,000 \) and \( u_s = 0.02 \), experimental measurements are available in [75] and also plotted in Fig. 6 along with the DNS results. Good agreement with the experimental data and DNS results is seen for both “coarse mesh” and “fine mesh”. But clearly, the results based on fine mesh is closer to the DNS result.

In particle-laden gravity currents, the energy is converted from potential energy into fluid motion. The potential energy available is given by the elevation of the center of mass of the heavy fluid relative to the light fluid. If no potential energy is feed into the

---

Fig. 11. Computational setup of particle-laden gravity currents over triangular wavy terrains.

Fig. 12. Interface evolution of \( \rho = 0.25 \) of particle-laden gravity currents over triangular wavy terrains. (\( h = 0.05, 0.1 \) and 0.2, from left to right).
domain, the fluid motion will ultimately decay due to energy dissipation, which are caused by both convection gradients and the energy loss that particles experience due to progressive settling. For a time instant, the total potential energy $E_p(t)$, kinetic energy $k(t)$, and dissipated energy $E_d(t)$ are given as follows.

$$k(t) = \int_\Omega \frac{1}{2} \mathbf{u} \cdot \mathbf{u} d\Omega$$

$$E_p(t) = \int_\Omega \rho \mathbf{u} \cdot \mathbf{u} d\Omega$$

$$E_d(t) = \int_0^t \left( \int_\Omega \frac{2}{Re} \mathbf{S} \cdot \mathbf{S} d\Omega \right) d\tau$$

$$E_s(t) = \int_0^t \left( \int_\Omega \mathbf{u}_s \rho d\Omega \right) d\tau$$

where $\mathbf{S} = \frac{1}{2}(\nabla \mathbf{u} + (\nabla \mathbf{u})^\top)$ is the symmetric part of the velocity gradient. The time history of the above four terms are plotted in Fig. 7. Good agreement is obtained for $k(t)$, $E_p(t)$ and $E_d(t)$. Please note the prediction of $E_s(t)$ is almost identical between the coarse and fine meshes. However, the dissipation due to the gradients of the (macroscopic) convective motion is underestimated, due to much lower resolution used in the present work.

Isosurfaces of a constant density concentration ($\rho = 0.25$) colored by velocity magnitude at five time instances are shown in Fig. 8. The DNS results from Espath et al. [64] are also shown for comparison. Both the coarse and fine meshes generate quite similar density profiles as the DNS does. At time $t = 8$, when the current is fully developed, the typical 3D lobe-and-cleft structure is observed in its front, as depicted in Fig. 9. It can be seen that as the time evolves, the current develops a high 3D turbulence with strong stream-wise vortices. This can be also supported by the complex vorticity structure visualized in Fig. 10, where the Q-criterion is adopted and defined as

$$Q = \frac{1}{2}(||\Omega||^2 - ||\mathbf{S}||^2)$$

where $\Omega = \frac{1}{2}(\nabla \mathbf{u} - \nabla^\top \mathbf{u})$ is the anti-symmetric part of the velocity gradient. In Fig. 10, we can see that the results from the coarse mesh lose some flow features of the vorticity structure due to lower mesh resolution, while the fine mesh produces quite similar vorticity structure like the DNS does.

4.2. Lock-exchange particle-laden gravity currents over triangular wavy terrain

In this section, the particle-laden gravity currents over triangular wavy terrain are simulated. The effect of the height of the triangular waves on the flow physics is investigated. Fig. 11 shows the computational domain, which consists with a rectangular section with the same dimensions as used in the previous section, where

- Fig. 13. Velocity magnitude of a plane cut ($y = 0$) of particle-laden gravity currents over triangular wavy terrains. ($h = 0.05$, 0.1 and 0.2, from top to bottom).
- Fig. 14. Time history of the front location of particle-laden gravity currents over triangular wavy terrains.
- Fig. 15. Time history of the normalized suspended mass of particle-laden gravity currents over triangular wavy terrains.
- Fig. 16. Time history of the sedimentation rate of particle-laden gravity currents over triangular wavy terrains.
uniformly suspended particle sediments are initially enclosed in, and a section with a triangular wavy bottom surface, with a length of 17. The length of the triangular waves is fixed to $S = 2$. Three different heights, $h = 0.05$, $0.1$ and $0.2$, are studied in this paper. Please note the case of $h = 0$ corresponds to the flat terrain case simulated in the previous section. In order to show the direct comparison with the flat terrain case, the same Reynolds number, Schmidt number, settling velocity, boundary conditions are employed. The element length and time step based on the coarse mesh in the previous section are used again.

The velocity magnitude profile of a plane cut $(y = 0)$ is shown in Fig. 13. Jet-like flow is formed between the crests of the terrain. It can be seen that the current front travels slower as the wave heights increase. The isosurfaces of density concentration $z = 0.25$ colored by velocity magnitude of the three cases with triangular wavy terrain at $t = 14$ are visualized in Fig. 12. Fig. 14 shows the time history of the front location. As the wave height increases, the speed of the front head gradually becomes slower. When the front speed starts to decrease, arrives earlier as the wave height increases. The normalized suspended mass is shown in Fig. 15. Settling process becomes slower, as the wave height increases, which indicates that the triangular wavy bottom geometry not only decreases the front speed but also decreases the settling of particles. Fig. 16 shows the time history of sedimentation rate. When the wave height is not very high ($h = 0.05$ and 0.1), the sedimentation pattern is still quite similar to the flat terrain case, but for the case of $h = 0.2$, the sedimentation rate is noticeably changed. The power law of the increasing stage and delay stage of sedimentation rate no longer holds for this higher wave height case.

The time history of the normalized potential energy, kinetic energy, and energy dissipation are plotted in Fig. 17. For the cases of $h = 0.05$ and 0.1, the energy budget remains quite similar to the flat terrain case. But for $h = 0.2$, compared with other cases, we note the conversion of potential energy into kinetic energy becomes lower, while the energy dissipation due to particle settling becomes higher.

5. Conclusions

A numerical formulation for simulating particle-laden gravity currents is presented using the framework of RBVMS, in which the coupling between the fine-scale velocity and the residual of density concentration equation is represented. The simulation of lock-exchange particle-laden gravity currents over flat terrain is performed using the proposed formulation. The computed results are validated by high-resolution computational results and experimental results reported by other researchers. The proposed formulation is proved to be able to reproduce highly accurately results without using high mesh resolutions. Then the simulations of lock-exchange particle-laden gravity currents over triangular wavy terrains with different wave heights are performed. It was found the flow behavior is noticeably changed, as the wave height increases. Increasing the wave height will decrease the current front speed, slow down the particle settling, prohibit the conversion of potential energy into kinetic energy.
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